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Extracting Locations from Texts

» Geoparsing: Recognizing and geo-locating locations from natural

language texts
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Introduction

Extracting Locations from Texts

+ Enabling spatial analysis on textual data

Texts with place
name mentions

Geoparsing

Places with geographic
coordinates

Geospatial Visualization

Spatial Clustering

Trajectory Analysis

Spatial analysis



Applications of Geoparsing

« Understanding local place names
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Applications of Geoparsing

» Understanding place relations through the lens of news articles
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Introduction

Applications of Geoparsing

» Indexing textual documents using geographic locations
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https://arxiv.org/abs/2003.00107

Introductio

Applications of Geoparsing

* Location extraction for digital humanities

3. Major-Generals Grant and Buell will retain the immediate
command of their respective armies i the feld

By command of Major- General Halleck:
N. H.McLEAN,
Assistant Adjutant General.

HEADQUARTERS DEPARTMENT OF THE MISSISSIPPI,
Pitsburg, Tean., Apeil 14, 1862

Major General U. S. GRANT,
Commanding District and Army in the Field

Immediate and active measures must be taken to put your com-
‘mand in condition 1o resist another attack by the enemy. Frac-
tioas of batteries will be united temporaily under competent
ofticers, supplied with ammunition. and placed in position for
service. Divisions and brigades should, where necessary. be

dition 1o resist an attack. It must be made so without delay.
Sefcffcers st bo sect 0w 1o s seira hum diveen
and assist in supplying all deficiencies.

H.W.HALLECK,



https://www.aclweb.org/anthology/W16-1721.pdf

Introduction

Applications of Geoparsing

* Voice and text-based location extraction for intelligent personal
assistants




EUPEG

Geoparsers and their comparison

» A number of geoparsers have already been developed

+ All of them divide the process of geoparsing into two steps:
toponym recognition and toponym resolution

Input Output |
—Dg il Toponym :> Toponym P v :
o — Recognition Resolution P

Recognized places

Texts containing .
Geoparsing with spatial footprints

place names



EUPEG

Existing geoparsers

Geoparser  pLoPOm Toponym Gazetteer
GeoTxt GeoNames
N Stanford NER Heuristic rules . 4
(Verslon 2.0) {uly 2017) * Existing geoparsers are usually
Edinburgh o — Heuristic rales GeoNames
(Version 1.1 - e e (Ouline) tested on different datasets using
TopoClust: Ge files GeoNames+ . .
Opotuster gy, nford NER e¢-protiies Natural Earth different metrics
(Nov. 2016) of words .
(Nov. 2016)
CLAVIN Apache Heuristi les GeoNames
(Version 2.1.0) OpenNLP euristic ruies (Apr. 2019)
Yahoo! WOEID * There is a lack of comparison
PlaceSpotter Proprietary Proprietary (Where on Earth ID)
(Online) (Ouline) among the geoparsers on the
CamCoder spaCy NER CNNs+Map-based GeoNames
(Sept. 2018) paty word vectors (July 2018) same datasets
Stanford NER o 2 Naren
+ Population  Stanford NER Highet GooNames
(Version 3.9.2) popwiation (Online)
spaCy NER . e
+ Population  spaCy NER Highest GeoNames
(Version 2.0.18) popuiation (Online)
SD B:’l?d:: LingPipe Exact Context DBpedia
POUIBAL 1y tionary Chunker similarity (Online)

(Version 1.0.0)

2019 T ions in GIS. 23(6 393-1419



https://onlinelibrary.wiley.com/doi/abs/10.1111/tgis.12579

EUPEG

EUPEG: an extensible and unified platform for evaluating
geoparsers

Geoparser Researchers Geoparser Users

—

« Eight datasets ] [ — l

* Nine geoparsers N
[E} ] (e ) -

Annotated Corpora

» Eight metrics Database for Expriment Records

[- @ - - = Emmml
b3

1125 LGL  GeoTxt,

Existing Geoparsers e Vn,
Metrict | [ Metic2 | [ Metrics | [ Metrica g:, A m ;:::\1
(Precision) | | (Recall) | | (F-score) )
Performance Metrics | | | . .
Experiment Module Archiving and Search Module

EUPEG: an Extensible and Unified Platform for Evaluating Geoparsers
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EUPEG

EUPEG: an extensible and unified platform for evaluating
geoparsers
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https://geoai.geog.buffalo.edu/EUPEG/
https://github.com/geoai-lab/EUPEG

EUPEG

EUPEG: an extensible and unified platform for evaluating

geoparsers

* No clear winner: a geoparser that
excels in one metric may not be as
good as another in some other
metrics

+ Different running speeds

 Lacking ability to handle case
insensitive texts
— Edinburgh
- CLAVIN

GeoTxt
Edinburgh Geoparser
TopoCluster
CLAVIN
Yahoo! PlaceSpotter
CamCoder
StanfordNER+Pop
SpaCyNER+Pop
DBpedia Spotlight

0 100 200 300 400 500 600 700
Running Time (minutes)

Figure 7: Running time of different geoparsers on GeoCorpora.



Are we there yet

SemEval-2019 Task 12: Toponym Resolution in Scientific Papers

Davy Weissenbacher, Arjun Magge, Karen O'Connor, Matthew Scotch, Graciela Gonzalez-Hernandez

We present the SemEval-2019 Task 12 which focuses on toponym resolution in scientific articles. Given an article from ‘. BibTeX
PubMed, the task consists of detecting mentions of names of places, or toponyms, and mapping the mentions to their
corresponding entries in GeoNames.org, a database of geospatial locations. We proposed three subtasks. In Subtask 1,
we asked participants to detect all toponyms in an article. In Subtask 2, given toponym mentions as input, we asked g Search
participants to disambiguate them by linking them to entries in GeoNames. In Subtask 3, we asked participants to
perform both the detection and the disambiguation steps for all toponyms. A total of 29 teams registered, and 8 teams
submitted a system run. We summarize the corpus and the tools created for the challenge. They are freely available at
codalab. it 19948. We also analyze the methods, the results and the errors made by
the competing systems with a focus on toponym disambiguation.

Anthology ID:  S19-2155

Volume: Proceedings of the 13th International Workshop on Semantic Evaluation
: June
2019

Address: Minneapolis, Minnesota, USA
Venue: *SEMEVAL

SIG: SIGLEX

Publisher: Association for Computational Linguistics

https://www.aclweb.org/anthology/S19-2155/



https://www.aclweb.org/anthology/S19-2155/

Are we there yet?

» Top 3 winning teams all used deep neural network based models (e.g.,
BiLSTM) for toponym recognition

e #1: DM_NLP: over 90% precision, recall, and F-score
SemEval-2019 Task 12: Toponym Resolution in Scientific Papers

. Are we there yet') Davy Weissenbacher, Arjun Magge, Karen O'Connor, Matthew Scotch, Graciela Gonzalez-Hemandez
— The competition was based on a

. " . Abstract
single dataset with 45 research articles
Y > We present the Semval-2019 Task 12 which focuses on toponym resoluton in scientifc artices. Given an artice from
in Biomedicine PubMed, the task consists of detecting mentions of names of places, or toponyms, and mapping the mentions to their
in 'geospatial locations. We proposed three subtasks. In Subtask 1,
— How would the winners perform on we asked participants to detect all toponyms in an article. In Subtask 2, given toponym mentions as input, we asked
rticipants to isambiguate them by linking th p
Oth er datasets? participants to disambiguate them by linking them to entries in GeoNames. In Subtask 3, we asked participants to

perform both the detection and the disambiguation steps for all toponyms. A total of 29 teams registered, and 8 teams.
submitted a system run. We summarize the corpus and the tools created for the challenge. They are freely available at
. We also analyze the methods, the results and the errors made by

the competing systems with a focus on toponym disambiguation.



https://dl.acm.org/doi/pdf/10.1145/3356991.3365470?casa_token=C81PJ_sBn0sAAAAA:O-V5eH-ibKt0ctaD3Y61q-AixETX_rS620g1v8CrFKKl6MRabaBKUcyK--dDSNIrKcDXXn2c6_c

Are we there yet?

Are we there yet?

* The winning models indeed have good performance on well-formatted texts,
such as news articles

» But so does a simple off-the-shelf Stanford NER

Geoparser precision recall f score ~mean median acc@161 AUC

DM_NLP+Pop 0.917 0916 0917 770337  48.676 0.655 0378
StanfordNER 0.927 0.903 0915 791.296  48.676 0.655 0.378
UniMelb+Pop 0.882 0.936  0.908 777.234  48.466 0.657 0.379

UArizona 0.887 0.859 0.873 769.810  55.635 0.640 0.386
CamCoder 0.940 0.802 0.866 619.397  33.945 0.770 0.336
TopoCluster 0.877 0.813 0.844 599.632  63.858 0.673 0.407
GeoTxt 0.857 0.726 0.786 487.874  36.255 0.787 0.338
CLAVIN 0.913 0.637 0.750 522.176  35.503 0.786 0.320
DBpedia 0.792 0.616 0.693  1272.937 122314 0.533 0.406
Edinburgh 0.860 0.559 0.678  435.799 33.187 0.807 0.319
SpaCyNER 0.721 0.382 0.499 788.231 40.653 0.698 0.367

Performances on the GeoVirus corpus



Are we there yet?

Are we there yet?

« The winning models have only fair performances on ill-formatted texts, such as
social media messages

Geoparser precision recall f score mean median acc@161 AUC

DM _NLP+Pop 0.888 0.669 0.763 1249.865  0.000 0.661 0.288
UniMelb+Pop 0.852 0.661 0.745 1245992  0.000 0.659 0.289

UArizona 0.892 0598 0.716  1079.012  0.000 0.668 0.278
GeoTxt 0.926 0.521 0.667 714.94 0.000 0.876 0.116
StanfordNER 0.899 0.526  0.664 1063.473  0.000 0.676 0.270
CamCoder 0.904 0.503 0.647  1024.723  0.000 0.820 0.163
TopoCluster 0.882 0.506  0.643 575.225  32.948 0.698 0.361
DBpedia 0.865 0.500  0.633 669.105  33.816 0.654 0.352
Edinburgh 0.832 0.505 0.628 958.401 0.000 0.848 0.139
SpacyNER 0.705 0.467 0.562 982.137 0.000 0.752 0.224
CLAVIN 0.907 0.341 0.496 373.563  0.000 0.913 0.084

Performances on the GeoCorpora corpus (tweets)



NeuroTPR

Social Media and Natural Disasters

+ Social media platforms have been increasingly used by people in
natural disasters to request for help and share information

+ Afew tweets from 2017 Hurricane Harvey

“12 Y/O BOY NEEDs RESCUED! 8100 Cypresswood Dr Spring TX
77379 They are trapped on second story! #houstonflood”

“Anyone with a boat in the Meyerland area! A pregnant lady named
Nisa is stranded near Airport blvd & station dr #Harvey”

“Rescue needed: 2907 Trinity Drive, Pearland, Tx. Need boat rescue
3 people, 2 elderly, one is 90 not steady in her feet & cant swim.
#Harvey”

Hurricane Harvey in 2017



NeuroTPR

Social Media and Natural Disasters

+ Effectively extracting locations described in social media messages
can help first responders reach the people in need

» Geotagged locations vs. described locations

* GPS location (or general area)
attached to a tweet

* Where the tweet was sent

* Available in the metadata

» About 1% of the total tweets

» Location described in the
content of a tweet

* Where the tweet talked about

* Needs to be extracted

+ Over 10% of the total tweets

Geotagged locations

(Twitter removed precise Described locations
geotagging in June 2019)



Extracting Locations from Social Media Messages

* Two steps: Toponym recognition and toponym resolution

Geoparser v
[ ittty - 9
’ Input ! T : e — Output P

| —_— I oponym
@ :> i| Recognition ::> Resolution :> = e
1
\,

& ' °
, <
__________ & 3

Tweets or other The f § Extracted locations
text messages posted € locus o showing where people

in an emergency event this work may need help




Extracting Locations from Social Media Messages

» Challenges in recognizing locations from social media messages
— Misspellings (e.g., “Californa”)

— Inconsistent upper and lower cases (e.g., “there is a HUGE fire near camino
and springbrook rd")

— Language abbreviations (e.g., “ppl”, “pls”, “‘@”, ...)

— Informal sentence structures



NeuroTPR

NeuroTPR: a Neuro-net ToPonym Recognition model
m—»m«@ﬂ@ Layer 7: Conditional random field

. . . ‘ Layer 6: Output

{ }uvers BiLSTM » Based on a Bidirectional Long
@9‘@} ) Short-Term Memory (BILSTM)
architecture with seven layers

Layer 4: Linguistic features (ELMo and POS)

DZD E[ZD [:ED [:[le Layer 3: Pre-trained word embeddings

(tweet-based GloVe)

it iy s s
Layer 2: Caseless character embeddings
(-0 O-0 =0 =0 8
ity < s s
[T-1] [0 [Tl [T=I] aver:Case-sensitive character embeddings

solomon Rd is flooded  Layer 0: Input tweet



https://onlinelibrary.wiley.com/doi/abs/10.1111/tgis.12627

NeuroTPR

NeuroTPR: a Neuro-net ToPonym Recognition model

mﬂme@«»@

Layer 3: Pre-trained word embeddings

EIZD EIZD DIEI [EEI
(tweet-based GloVe)

Layer 7: Conditional random field

Layer 6: Output

Layer 5: BiLSTM

Layer 4: Linguistic features (ELMo and POS)

» Character embeddings help
handle misspellings in tweets

» Two layers of caseless and
case-sensitive embeddings
help handle ill-capitalizations

s it it

LL-T1 L1 DZD [ 1 ] rayer2: caseless character embeddings
s its il o

[T [T-11 (-1 (T Layer 1: C: itive character i

ﬂa{ded Layer 0: Input tweet

solomon  Rd is



https://onlinelibrary.wiley.com/doi/abs/10.1111/tgis.12627

NeuroTPR

NeuroTPR: a Neuro-net ToPonym Recognition model

m‘_'mﬂ@ﬂ@ Layer 7: Conditional random field
* Word embeddings GloVe

. . . . Layer 6: Output
pre-trained on 2 billion tweets

@‘@195.'{ )} Layer 5: BiLSTM
EIE} * Tweet-based GloVe capture

Layer 4: Linguistic features (ELMo and POS) Rk i
the semantics of the informal

DZD DZD DID [ID Layer 3: Pre-trained word embeddings R
(tweet-based Glove) words and abbreviations often
E%D [:%D D%D D%D Layer 2: Caseless character embeddings used in tweets

[T=1] [T=1] [T=T] [T=l] taver1:Casesensitive character embeddings

solomon Rd is flooded  Layer 0: Input tweet



NeuroTPR

NeuroTPR: a Neuro-net ToPonym Recognition model
m‘_'mﬂ@ﬂ@ Layer 7: Conditional random field

. . . . Layer 6: Output
.

.

0O -1 =1 =1
< iy iy i
I:EI:IEEEIDZDEE]

<

-0 -0 -1 =01

solomon

DE] D:D EED Layer 4: Linguistic features (ELMo and POS) °

iy

Rd

ity

is

flooded

Layer 3: Pre-trained word embeddings
(tweet-based GloVe)

Layer 2: Caseless character embeddings

Layer 1: Case-sensitive character embeddings

Layer 0: Input tweet

POS (Part of Speech): informs
the model about the type of a
word

ELMo: Deep contextualized
word embeddings that capture
the change of word meaning
based on usage context



NeuroTPR

NeuroTPR: a Neuro-net ToPonym Recognition model

[etsghes (o0 Jo>( ]

t. ot f f
OPOo

Sigel)

Layer 7: Conditional random field

Layer 6: Output

Layer 5: BiLSTM

DEﬁDE]DIDEED
< i iy i
0O -1 =1 =1
< i iy i
-0 - =1 [T=01
¢ i iy i
-0 -0 -1 =01

solomon Rd is flooded

Layer 4: Linguistic features (ELMo and POS)

Layer 3: Pre-trained word embeddings
(tweet-based GloVe)

Layer 2: Caseless character embeddings

Layer 1: Case-sensitive character embeddings

Layer 0: Input tweet

* Forward LSTM layer:

Captures the context of a

word from its left side

» Backward LSTM layer:

Captures the context of a

word from its right side



NeuroTPR

NeuroTPR: a Neuro-net ToPonym Recognition model

iogsfiode oo o5
t t

Layer 7: Conditional random field

aver 6 output + Fully connected output layer:

(-1 [T-17
0O -1 =1 =1
< i iy i
-0 - =1 [T=01
¢ i iy i
-0 -0 -1 =01

solomon Rd is flooded

e e
=

Concatenates the output from
}Layers: BiLSTM the previous two layers

Layer 4: Linguistic features (ELMoand Pos)  ®  (Conditional random field Iayer

Layer 3: Pre-trained word embeddings Infers the type Of a W0rd by
(tweet-based GloVe) . . .
considering sequential
dependence

Layer 2: Caseless character embeddings

Layer 1: Case-sensitive character embeddings

Layer 0: Input tweet



NeuroTPR

How to train NeuroTPR?

+ Obtaining a sufficient amount of labeled training data is often a
bottleneck for training a deep learning model

» Two datasets for training NeuroTPR:
— 599 human annotated tweets from WINUT 2017 Shared Task on Novel
and Emerging Entity Recognition

— Adataset automatically generated from Wikipedia articles using a
proposed workflow



NeuroTPR

How to train NeuroTPR?

» A workflow for generating training datasets from Wikipedia articles
— Take the first paragraphs of Wikipedia articles
— Keep only locations from the hyperlink annotations

— Dive a paragraph into short . ..

2
"*X’; LS Read Ec v
sentences e j e et | 50 o

L W\ oA Erie Canal
— Random flipping to LS i e—"

Jin Now York, United ...

. the

Now York Stato Canal System (fortberly known as the New York State Barge Canal), Originally, it ran 363

midos (584 kim) from the Hudson River in Albany 1o Lake Ere in Bult

water route from New York City and the Atiantic Ocean to the Great
the word (atter

development and economy of New York, New York City, and the Urvted States. %

simulate misspellings

 was built 1o creato a navigable
akes. When completed in 1825, it was

Solemon

— — ————

Solomon====p> Solomn axmasedin 1808, Proporerte o i
The cansinas ook Loch et
Federal Lock. Both are owned by the 1t h of about 565 feet

(172 m). it opened on October 26, 1825,



NeuroTPR

How to train NeuroTPR?

+ Initial effort based on geotagged Wikipedia articles

» Geotagged Wikipedia articles are not always about locations

Normandy landings

From Wikipedia, the free encyclopedia (Cooranates:

“D-Day" and "Operation Neptune" redirect here. For other uses, see D-Day (disambiguation) and Operation Neptune (disambiguation).

The Normandy landings were the landing operations on Tuesday, 6 June 1944 of the Allied invasion of =
Normandy in Operation Overord during World War 1. Codenamed Operation Neptune and often eferred | 5.\ opmw"" m"' ":Y, e
10 as D-Day, it was the largest seabome invasion in history. The operation began the liberation of German- Westen Front of Workd Wer
occupied France (and later western Europe) and laid the foundations of the Alied victory on the Western
Front.

Planning for the operation began in 1943. In the months leading up 1o the invasion, the Allies conducted a
substantial military deception, codenamed Operation Bodyguard, to mislead the Germans as to the date
and location of the main Alied landings. The weather on D-Day was far from ideal, and the operation had
10 be delayed 24 hours; a further postponement would have meant a delay of at least two weeks, as the
invasion planners had requirements for the phase of the moon, the tides, and the time of day that meant
only a few days each month were deemed suitable. Adolf Hiter placed Field Marshal Erwin Rommel in
command of German forces and of developing forifications along the Atlantic Wall in anticipation of an

Allied invasion.
‘The amphibious landings were preceded by extensive aerial and naval bombardment and an airbome Mon of 10 1081 Wnansy Regimens, US fat nianey.
‘assault—the landing of 24,000 American, British, and Canadian airborne troops shorly after midnight. Division wading ashore on Omaha Beach on the
Allied infantry and armoured divisions began landing on the coast of France at 06:30. The target 50-mile ‘morning of 6 June 1944




NeuroTPR

Experiments

» Test datasets:
— Three test datasets but we will focus on a dataset on Hurricane Harvey
— 7,041,866 tweets retrieved during Harvey; collected by the libraries of
University of North Texas

— 1,000 tweets are extracted using a regular expression focusing on
location-related terms and then random selection; These 1000 tweets are

manually annotated and are used as the ground truth

UNIVERSITY OF NOKTH TEXAS

N\
UNT | UNTDigial Library

Hurricane Harvey Twitter Dataset
A Description
™

https://digital.library.unt.edu/ark:/67531/metadc993940



https://digital.library.unt.edu/ark:/67531/metadc993940

NeuroTPR

Experiments
« Evaluation criteria: + Baseline models:
o tp — Stanford NER
Precision = tp+ fp — Caseless Stanford NER
Recall — tp — SpaCy NER
tp +Pf” o Recall — Basic BILSTM+CRF (Lample et al., 2016)
X
F-score = 2. — couston  reca — DM_NLP (Wang et al., 2019)

Precision + Recall

Using existing NER models is not straightforward:
« Stanford NER outputs three types of entities, which are Location, Organization,
and Person
* Using Location only will miss schools and churches which are often used as
shelters
« Using both Location and Organization will include false positives.



NeuroTPR

Experiments

Similar difficulty happens with Baseline models:

spaCy NER:

» Location only refers to natural
geographic features, such as rivers
and mountains

» All geography-related entities:
FACILITY (e.g., buildings, airports,
and highways), ORG (e.g.,
companies, agencies, and
institutions), GPE (e.g., countries,
cities, and states), and LOC (e.qg.,

non-GPE locations, mountain ranges,

and bodies of water)

Stanford NER (narrow)

Stanford NER (broad)

Stanford NER (re-trained)

Caseless Stanford NER (narrow)
Caseless Stanford NER (broad)

SpaCy NER (narrow)

SpaCy NER (broad)

Basic BiLSTM+CRF (Lample et al., 2016)
DM_NLP (Wang et al., 2019)



NeuroTPR

Experiments

Evaluating different training strategies

Training Strategy Precision | Recall | F-score

51: WNUT2017 Only 0.687 | 0.633 | 0.656

52: 1000 Wikipedia articles 0551 | 0392 | 0458 * More training data is not always
53: 3000 Wikipedia articles 0573 | 0.468 | 0.516 better, especially when the training
S4: 5000 Wikipedia articles 0547 | 0481 | 0512 data contain noise

S$5: 1000 Wikipedia articles + -
random flipping 0.558 ] 0.324 ) 0410 * A combination of a moderate-size
S56: 3000 Wikipedia articles + | o <o | (950 | (1439 generated training dataset and real

random flipping
S§7: 5000 Wikipedia articles + tweet dataset works the best

random flipping
58: 3000 Wikipedia articles +
WNUT2017

0.520 0.410 | 0.459

0.787 | 0.678 | 0.728




NeuroTPR

Experiments

Comparing NeuroTPR with the baseline models on Hurricane Harvey
tweets

Model Precision | Recall | F-score
Stanford NER (narrow location) 0.828 0.399 | 0.539 « Default Stanford NER achieves the
Stanford NER (broad location) 0.729 0.440 | 0.548 best preCiSiOn but very low recall
Retrained Stanford NER 0.604 0.410 | 0.489
Caseless Stanford NER . .
(narrow location) 0803 ] 0.320 | 0458  DM_NLP .ach.leves thg hlghe§t
Cascless Stanford NER 0721 | 0336 | 0460 recall, which is only slightly higher
(broad location) ) i i
- than NeuroTPR
spaCy NER (narrow location) 0.575 0.024 | 0.046
spaCy NER (broad location) 0461 | 0304 | 0.366 )
e BILS “RE * NeuroTPR achieves the most
Basic BILSTM+CRF 0.703 0.600 | 0.649 .
DMJ\I([I:;“(IPIC et al, 2016) ) balanced performance with the
toponym recognition - .
(Wang et al., 2019) 0.729 ) 0.680 | 0.703 highest F1-score

NeuroTPR 0.787 0.678 | 0.728




NeuroTPR

Experiments

Comparing NeuroTPR with the baseline models on two additional
test datasets

Model Precision | Recall | F-score Model Accuracy
Stanford NER (narrow location) | 0.899 | 0.526 | 0.664 Stanford NER (narrow location) | 0.010
Stanford NER (broad location) | 0.751 | 0.553 | 0.637 Stanford NER (broad location) | 0.012
Retrained Stanford NER 0.590 | 0.364 | 0450 Retrained Stanford NER 0.078
Caseless Stanford NER Caseless Stanford NER
¢ 0.460
(narrow location) 0.898 0.487 | 0631 (narrow location)
Caseless Stanford NER Caseless Stanford NER
gy . - ) 0.514
(broad location) 0.774 1 0503 | 0610 (broad location)
spaCy NER (narrow location) 0.503 | 0.037 | 0.069 spaCy NER (narrow location) 0.000
spaCy NER (broad location) 0579 | 0.453 | 0.508 spaCy NER (broad location) 0.006
Basic BILSTM+CRF . N - Basic BILSTM+CRF on
(Lample et al, 2016) 0681 | 0| 05 (Lample et al. 2016) 059
DM_NLP (toponym recognition) . . DM NLP (toponym recognition) _
(Wang et al., 2019) 0.797 1 0650 | 0.715 (Wang et al., 2019) 0723
NeuroTPR 0.800 | 0.761 | 0.780 NeuroTPR 0.821

GeoCorpora (Wallgriin et al. 2018) Ju2016 (Ju et al. 2016)



Conclusions

Conclusions
+ EUPEG: an extensible and unified platform for evaluating
geoparsers

» Are we there yet? Partly yes! Good performance of existing
geoparsers on well-formatted text that mainly contain city names

* NeuroTPR: A Neuro-net ToPonym Recognition model for
extracting locations from social media messages

* NeuroTPR can be further combined with a toponym resolution
model to form a complete geoparser
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