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Extracting Locations from Texts

• Geoparsing: Recognizing and geo-locating locations from natural 
language texts
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News articles
Social media messages

Historical archives



Extracting Locations from Texts

• Enabling spatial analysis on textual data
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Texts with place 
name mentions

Geoparsing

Places with geographic 
coordinates

Geospatial Visualization

Spatial Clustering

Trajectory Analysis

…

Spatial analysis



Applications of Geoparsing

• Understanding local place names
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Hu, Y., Mao, H. and McKenzie, G., 2019. International Journal of Geographical Information Science, 33(4), pp.714-738.

https://www.tandfonline.com/doi/full/10.1080/13658816.2018.1458986


Applications of Geoparsing

• Understanding place relations through the lens of news articles
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Hu, Y., Ye, X. and Shaw, S.L., 2017. International Journal of Geographical Information Science, 31(12), pp.2427-2451.

https://www.tandfonline.com/doi/full/10.1080/13658816.2017.1367797


Applications of Geoparsing

• Indexing textual documents using geographic locations

Introduction  EUPEG                          Are we there yet?                           NeuroTPR                       Conclusions

Kastner, J., Wei, H. and Samet, H., 2020. Viewing the Progression of the Novel Corona Virus (COVID-19) with NewsStand. arXiv
preprint arXiv:2003.00107.

https://arxiv.org/abs/2003.00107


Applications of Geoparsing

• Location extraction for digital humanities

Introduction  EUPEG                          Are we there yet?                           NeuroTPR                       Conclusions

DeLozier, G., Wing, B., Baldridge, J. and Nesbit, S., 2016, In Proceedings of the 10th Linguistic Annotation Workshop held in conjunction 
with ACL 2016 (LAW-X 2016) (pp. 188-198).

https://www.aclweb.org/anthology/W16-1721.pdf


Applications of Geoparsing
• Voice and text-based location extraction for intelligent personal 

assistants
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Geoparsers and their comparison

• A number of geoparsers have already been developed

• All of them divide the process of geoparsing into two steps: 
toponym recognition and toponym resolution
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Existing geoparsers
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Wang, J. and Hu, Y., 2019. Transactions in GIS, 23(6), pp.1393-1419.

• Existing geoparsers are usually 
tested on different datasets using 
different metrics

• There is a lack of comparison 
among the geoparsers on the 
same datasets

https://onlinelibrary.wiley.com/doi/abs/10.1111/tgis.12579


EUPEG: an extensible and unified platform for evaluating 
geoparsers
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Wang, J. and Hu, Y., 2019. Transactions in GIS, 23(6), pp.1393-1419.

• Eight datasets

• Nine geoparsers

• Eight metrics

https://onlinelibrary.wiley.com/doi/abs/10.1111/tgis.12579


EUPEG: an extensible and unified platform for evaluating 
geoparsers
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https://geoai.geog.buffalo.edu/EUPEG/
https://github.com/geoai-lab/EUPEG

https://geoai.geog.buffalo.edu/EUPEG/
https://github.com/geoai-lab/EUPEG


EUPEG: an extensible and unified platform for evaluating 
geoparsers
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• No clear winner: a geoparser that 
excels in one metric may not be as 
good as another in some other 
metrics

• Different running speeds

• Lacking ability to handle case 
insensitive texts
– Edinburgh
– CLAVIN
– …
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https://www.aclweb.org/anthology/S19-2155/

https://www.aclweb.org/anthology/S19-2155/


• Top 3 winning teams all used deep neural network based models (e.g., 
BiLSTM) for toponym recognition

• #1: DM_NLP: over 90% precision, recall, and F-score

• Are we there yet?
– The competition was based on a 

single dataset with 45 research articles
in Biomedicine

– How would the winners perform on 
other datasets?

Are we there yet?
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Wang, J. and Hu, Y., 2019. In Proceedings of the 3rd ACM SIGSPATIAL International Workshop on Geospatial Humanities (pp. 1-6). 

https://dl.acm.org/doi/pdf/10.1145/3356991.3365470?casa_token=C81PJ_sBn0sAAAAA:O-V5eH-ibKt0ctaD3Y61q-AixETX_rS620g1v8CrFKKl6MRabaBKUcyK--dDSNIrKcDXXn2c6_c


Are we there yet?
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• The winning models indeed have good performance on well-formatted texts,
such as news articles

• But so does a simple off-the-shelf Stanford NER

Performances on the GeoVirus corpus



Are we there yet?
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• The winning models have only fair performances on ill-formatted texts, such as 
social media messages

Performances on the GeoCorpora corpus (tweets)



Social Media and Natural Disasters

• Social media platforms have been increasingly used by people in 
natural disasters to request for help and share information

• A few tweets from 2017 Hurricane Harvey
“12 Y/O BOY NEEDs RESCUED! 8100 Cypresswood Dr Spring TX 
77379 They are trapped on second story! #houstonflood”

“Anyone with a boat in the Meyerland area! A pregnant lady named 
Nisa is stranded near Airport blvd & station dr #Harvey”

“Rescue needed: 2907 Trinity Drive, Pearland, Tx. Need boat rescue 
3 people, 2 elderly, one is 90 not steady in her feet & cant swim. 
#Harvey” NOAA

Hurricane Harvey in 2017
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Social Media and Natural Disasters

• Effectively extracting locations described in social media messages 
can help first responders reach the people in need

• Geotagged locations vs. described locations

• GPS location (or general area) 
attached to a tweet

• Where the tweet was sent
• Available in the metadata
• About 1% of the total tweets

Geotagged locations 
Described locations 

• Location described in the 
content of a tweet

• Where the tweet talked about
• Needs to be extracted
• Over 10% of the total tweets

(Twitter removed precise 
geotagging in June 2019)
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Extracting Locations from Social Media Messages

• Two steps: Toponym recognition and toponym resolution

Tweets or other
text messages posted 
in an emergency event

Geoparser
Input

Toponym
Recognition

Toponym
Resolution

Output

Extracted locations 
showing where people 

may need help

…

The focus of 
this work
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Extracting Locations from Social Media Messages

• Challenges in recognizing locations from social media messages
– Misspellings (e.g., “Californa”)

– Inconsistent upper and lower cases (e.g., “there is a HUGE fire near camino
and springbrook rd”) 

– Language abbreviations (e.g., “ppl”, “pls”, “@”, …)

– Informal sentence structures
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NeuroTPR: a Neuro-net ToPonym Recognition model

• Based on a Bidirectional Long 
Short-Term Memory (BiLSTM) 
architecture with seven layers 
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Wang, J., Hu, Y., & Joseph, K. (2020), Transactions in GIS, 24(3), 719-735.

https://onlinelibrary.wiley.com/doi/abs/10.1111/tgis.12627


NeuroTPR: a Neuro-net ToPonym Recognition model

• Character embeddings help
handle misspellings in tweets

• Two layers of caseless and 
case-sensitive embeddings 
help handle ill-capitalizations
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Wang, J., Hu, Y., & Joseph, K. (2020), Transactions in GIS, 24(3), 719-735.

https://onlinelibrary.wiley.com/doi/abs/10.1111/tgis.12627


NeuroTPR: a Neuro-net ToPonym Recognition model

• Word embeddings GloVe
pre-trained on 2 billion tweets 

• Tweet-based GloVe capture 
the semantics of the informal 
words and abbreviations often 
used in tweets
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NeuroTPR: a Neuro-net ToPonym Recognition model

• POS (Part of Speech): informs 
the model about the type of a 
word

• ELMo: Deep contextualized 
word embeddings that capture 
the change of word meaning 
based on usage context
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NeuroTPR: a Neuro-net ToPonym Recognition model

• Forward LSTM layer: 
Captures the context of a 
word from its left side

• Backward LSTM layer: 
Captures the context of a 
word from its right side
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NeuroTPR: a Neuro-net ToPonym Recognition model

• Fully connected output layer: 
Concatenates the output from 
the previous two layers

• Conditional random field layer: 
Infers the type of a word by 
considering sequential 
dependence
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How to train NeuroTPR?

• Obtaining a sufficient amount of labeled training data is often a 
bottleneck for training a deep learning model

• Two datasets for training NeuroTPR:
– 599 human annotated tweets from WNUT 2017 Shared Task on Novel 

and Emerging Entity Recognition

– A dataset automatically generated from Wikipedia articles using a 
proposed workflow
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How to train NeuroTPR?

• A workflow for generating training datasets from Wikipedia articles
– Take the first paragraphs of Wikipedia articles
– Keep only locations from the hyperlink annotations 
– Dive a paragraph into short

sentences
– Random flipping to 

simulate misspellings

Solomon

Solemon

Solomn

…
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How to train NeuroTPR?
• Initial effort based on geotagged Wikipedia articles
• Geotagged Wikipedia articles are not always about locations
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Experiments
• Test datasets: 

– Three test datasets but we will focus on a dataset on Hurricane Harvey
– 7,041,866 tweets retrieved during Harvey; collected by the libraries of 

University of North Texas
– 1,000 tweets are extracted using a regular expression focusing on 

location-related terms and then random selection; These 1000 tweets are 
manually annotated and are used as the ground truth

https://digital.library.unt.edu/ark:/67531/metadc993940
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https://digital.library.unt.edu/ark:/67531/metadc993940


Experiments
• Evaluation criteria:

Using existing NER models is not straightforward: 
• Stanford NER outputs three types of entities, which are Location, Organization,

and Person
• Using Location only will miss schools and churches which are often used as 

shelters
• Using both Location and Organization will include false positives.

• Baseline models:
– Stanford NER
– Caseless Stanford NER
– SpaCy NER
– Basic BiLSTM+CRF (Lample et al., 2016)
– DM_NLP (Wang et al., 2019)
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Experiments

Baseline models:
– Stanford NER (narrow)

– Stanford NER (broad)
– Stanford NER (re-trained)

– Caseless Stanford NER (narrow)
– Caseless Stanford NER (broad)
– SpaCy NER (narrow)

– SpaCy NER (broad)
– Basic BiLSTM+CRF (Lample et al., 2016)

– DM_NLP (Wang et al., 2019)

Similar difficulty happens with 
spaCy NER:
• Location only refers to natural 

geographic features, such as rivers 
and mountains

• All geography-related entities:  
FACILITY (e.g., buildings, airports, 
and highways), ORG (e.g., 
companies, agencies, and 
institutions), GPE (e.g., countries, 
cities, and states), and LOC (e.g., 
non-GPE locations, mountain ranges,
and bodies of water)
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Experiments

Evaluating different training strategies

• More training data is not always 
better, especially when the training 
data contain noise

• A combination of a moderate-size 
generated training dataset and real 
tweet dataset works the best 

Introduction EUPEG                          Are we there yet?                           NeuroTPR Conclusions



Experiments
Comparing NeuroTPR with the baseline models on Hurricane Harvey 
tweets

• Default Stanford NER achieves the 
best precision but very low recall

• DM_NLP achieves the highest 
recall, which is only slightly higher 
than NeuroTPR

• NeuroTPR achieves the most 
balanced performance with the 
highest F1-score
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Experiments
Comparing NeuroTPR with the baseline models on two additional 
test datasets

GeoCorpora (Wallgrün et al. 2018) Ju2016 (Ju et al. 2016)
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Conclusions

• EUPEG: an extensible and unified platform for evaluating 
geoparsers

• Are we there yet? Partly yes! Good performance of existing 
geoparsers on well-formatted text that mainly contain city names

• NeuroTPR: A Neuro-net ToPonym Recognition model for 
extracting locations from social media messages

• NeuroTPR can be further combined with a toponym resolution 
model to form a complete geoparser
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Thank you!

Yingjie Hu

University at Buffalo, SUNY
Email: yhu42@buffalo.edu

GeoAI@UB: https://geoai.geog.buffalo.edu
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